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Semantic Web enables machine-supported inferencing
over the WWW-distributed data
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Web-scale reasoning

Gartner (May 2007):
"By 2012, 

70% of public Web pages will have some level of sem antic markup,
20% will  use more extensive Semantic Web-based ont ologies”

• Semantic Technologies at Web Scale?
– 20% of 30 billion pages @ 1000 triples per page = 

6 trillion triples
– 30 billion and 1000 are underestimated, 

imagine in 6 years from now…
– data-integration and semantic search at web-scale?
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Web-scale reasoning

1 Triple

~1014 Triples



large numbers
• from performant data layer (OWLIM)
• from parallel deployment and execution of reasoners (IRIS)
• from load-balancing strategies
• …

interaction of multiple components
allowing for incompletenes and anytime behaviour
in the reasoning process

but also from

not only from

Data on the web scale
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requires
not only: deductive inference over given axioms

but also:

where do the axioms come from? (IDENTIFY)
which part of knowledge & data is required (SELECT)
when is an answer "good enough" or "best possible" (DECIDE)
non-deductive inference (inductive, statistical) (REASON)

An experimental platform for large-scale reasoning

Reasoning + Search
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Statistical Semantics tasks

Subsetting Query expansion
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LarKC platform
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Which Milano
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can I quickly 
get to from 
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LarKC = a platform for large scale,
high performance reasoning
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LarKC
RTE

LarKC
RTE

Initialisation and invocation of 
workflows

Management 
Interface

Management 
Interface

Workflow specification and 
management

Plug-in ManagerPlug-in Manager Plug-in execution

Data LayerData Layer Data management

InstrumentationInstrumentation Monitoring of core components

Plug-in RegistryPlug-in Registry Management of plug-ins
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• Plug-ins are assembled into workflows to realise a LarKC experiment or 
application

• Plug-ins are identified by a URI (Uniform Resource Identifier)

• Plug-ins provide metadata about what they do and what they 
consume/produce (Functional properties): e.g. type = Selecter

• Plug-ins provide information about their needs, including QoS information 
(Non-functional properties): e.g. Throughput, MinMemory, etc.

• Plug-ins are equipped with functionalities for data caching and messaging

+ URI getIdentifier()
+ SetOfStatements getPluginParameter()
+ QoSInformation getQoSInformation()
+ SetOfStatements invokeInternal() 

+ URI getIdentifier()
+ SetOfStatements getPluginParameter()
+ QoSInformation getQoSInformation()
+ SetOfStatements invokeInternal() 

Plug-inPlug-in
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• Improved version controlling and dependency management
• Simplified procedure of new plug-in creation

New plug-in API – both input and output are represented in RDF 

Automatic parallelization (thread-based) on the statement level

Data caching, instrumentation and event processing

Maven based build system
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WorkflowsWorkflows
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Workflow OntologyWorkflow Ontology



Management InterfaceManagement Interface
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• implemented as a RESTful service
• allows the submission/monitoring/deletion of workflows
• supports N3 and RDF/XML workflow representations
• equipped with additional features for

– retrieving all registered plug-ins from the platform
– retrieving configuration templates of all supported remote 

hosts 

• accessible via a simple HTML interface
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Run-Time EnvironmentRun-Time Environment

• comprises the Executor, Endpoints, and other support 
components (e.g. messaging system)

• responsible for initialisation and execution of 
workflows

• collaborates with Plug-in Registry and Plug-in 
Managers

• takes care of splitting and merging data, conditional 
loops, workflow branching, etc.
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Data LayerData Layer

• The Data Layer supports LarKC plug-ins:
– storage, retrieval and light-weight inference on top of 

large volumes of data
• Reference implementation of ORDI data model

• Retrieval data exposed via standard SPARQL endpoints
• Configurable forward-chaining reasoning OWL2-RL

– automates the exchange of RDF data by reference and 
by value

– offers other utility tools to manage data (e.g. data
streaming, querying remote data) 

– can run in cluster mode to improve resilience and 
provide scalable query answering
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Data LayerData Layer
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ParallelisationParallelisation

Running multiple 
instances of the same 
plug-in simultaneously

Implementation of 
parallelism in the 

concurrent regions of the 
plug-in’s code
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User-level ToolsUser-level Tools
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Release 2.5Release 2.5

Separation of workflow specification and execution

Plug-in / workflow descriptions and plug-in parameter are in RDF

Integration of various endpoints (e.g. SPARQL) and applications

Workflow branching, conditional loops, splits / merges of data flow

Data caching, instrumentation and event processing

(Remote) plug-in execution, parallelisation support, anytime behaviour 

Data storage, data streaming, parallel request handling



• Software releases
– Platform binaries
– User and developer guide

• Source code 
– Maven based build system
– Subversion repository

• Additional Support Tools
– Mailing lists
– Discussion forums
– Tracker

LarKC @SourceForgeLarKC @SourceForge
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APACHE 
license

APACHE 
license
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> 25 Plug-ins 
available

> 25 Plug-ins 
available

Plug-In Market PlacePlug-In Market Place
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… A platform for rapid semantic web application prot otyping… A platform for rapid semantic web application prot otyping

based on light-weight flexible components (plug-ins)

easy integration in a workflow

powered by platform’s features (data layer, remote execution, etc.)

… An infrastructure that enables web scale and high performance… An infrastructure that enables web scale and high performance

… A friendly developer team looking forward to your requests… A friendly developer team looking forward to your requests

is …


